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subgroup, its number of elements divides the size of the original group. Now,
since 1000 has many denominators, it can happen that the subgroup spanned
by the found symmetry is proper, so only some orbits are covered with mul-
tiples of the found symmetry. For the remaining orbits, REFINE*/DEFINE
must be applied. If the size of the complete symmetry has only few de-
nominators, as for PH 1001, it is most likely that the subgroup spanned by
a found symmetry is equal to the full group, thus covering all orbits. No
further descent into REFINE*/DEFINE applies.

other processes

messages

pending

idle pending

ready

ready

send receive

sendreceive

i

U\{i}

x x x

N(x) x {x}
{x} x N(x)

y y

[y,p]

[y,p] [y,p]

[p,y]

x

(N(y) \{p})x{y}
{y}x(N(y)\{p})

idle

initiator

Figure 6.9: ECHO: an algorithm for propagation of information with feed-
back. i is the initiating process, U the set of all processes, and N the neigh-
borhood relation that depends on the connection network. Messages consist
of a receiver and a sender, in this order. The actual content of messages is
abstracted.

The next table shows the behavior of our symmetry algorithm to grid
style networks. We have as parameters the number of dimensions (1=line,
2=square, 3=cube, and so on), and as second parameter the number of ver-
tices per line. Thus, a grid with dimension d and n vertices per line has a
total of nd vertices. In ECHO, each vertex corresponds to an agent, each
edge to a message passing channel. The algorithm implements a propagation
of information with feedback. In this algorithm, there is a distinguished ini-
tiator process. We put the initiator into the center of the grid, so we consider
only odd values for n. In SIMPLE, vertices correspond to agents that request
access to some resource in mutual exclusion from all neighbors in the grid.
For every edge in the grid, there is a semaphore granting mutual exclusion.


